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Causal Discovery From Observational Data

Observational Data
(e.g., gene expression data)

Directed Acyclic Graph (DAG)
(e.g., gene regulatory network)

gene
1

gene
2

gene
3

gene
4

gene
5

gene
6

gene
7



• Very few samples are observed for reconstructing the graph

• 𝑛 ≪ 𝑝

Challenge 1 – Small Data
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• Even with infinite samples, a DAG can be non-identifiable.

• Example:

Challenge 2 – Non-identifiability

Figure 1 . (From [Aragam, 2015]). 

Aragam, Bryon, Arash A. Amini, and Qing Zhou. "Learning directed acyclic graphs with penalized neighbourhood regression." arXiv preprint (2015).
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𝑋 = 𝐺!"𝑋 +𝑊!
𝑋 = 𝐺#"𝑋 +𝑊#

Linear SEM 𝑋 ∼ 𝒩(0, Σ!)
𝑋 ∼ 𝒩(0, Σ#)

with Σ!= Σ#
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What can we utilize?

Similarity among multiple tasks!
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What can we utilize?
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• Assumption 1 – Consistent Causal Ordering (Topological Ordering)

X1 X2 X4 X3 X5 X7 X6

The ancestor-descendent relationship is not violated. 



What can we utilize?
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• Assumption 2 – Sparsity Pattern

Size of the support union of edges 𝑆 = 𝑠



Multi-task Learning Setting

• 𝐾 linear SEM (structural equation model)

𝑋(&) = 𝐺(
& )𝑋(&) +𝑊(&)for 𝑘 = 1,⋯ ,𝐾,

DAG ∼ 𝒩(0, Ω($))

Jointly recover?

𝐺(
/ , 𝐺(

0 , ⋯ , 𝐺(
1

𝐗(/), 𝐗(0), ⋯ , 𝐗(1) 𝐗(&) ∈ ℝ2×4where

• Assume each task has 𝑛 samples.



Joint Estimator

min
5, {7(")}"
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||𝐗(&) − 𝐗 & 𝐺 & ||:0 + 𝜆||𝐺 /:1 ||<%/<&

1. 𝜋 ∈ 𝕊4
2. 𝐺(&) ∈ 𝔻𝔸𝔾(𝜋)s.t.

1. 𝜋 ∈ 𝕊$ represents	the	causal	order	(i.e.,	topological	order)	

2. 𝐺(&) ∈ 𝔻𝔸𝔾(𝜋) is a DAG whose topological order is consistent with 𝝅.
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Joint Estimator
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1. 𝜋 ∈ 𝕊4
2. 𝐺(&) ∈ 𝔻𝔸𝔾(𝜋)s.t.

Different from separate estimation:

• It optimizes a single 𝜋 shared across DAGs.

• The group norm ||𝐺 !:* ||+&/+' penalizes the size of union support softly. 



Questions

Theoretical questions:

• Is this joint estimator leading to an improved sample complexity?

• Can this joint estimator help to recover non-identifiable DAGs?

Practical question:

• How to compute the minimizer 𝜋, {𝐺(")}"$ efficiently?



Main Result – Identifiable Case

• Assume for each 𝑘, 𝐺(
& is a unique minimum-trace DAG

• (Theorem 3.1) Recovering the true causal order 𝜋-

A sample complexity measure:      𝜃 𝑛, 𝐾, 𝑝, 𝑠 = $
.

/*
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• (Theorem 3.1) Recovering the DAGs

Averaged error:        %
$
∑"&%$ ||𝐺 " − 𝐺'

" ||() = 𝒪(𝑠 * +,- *
.$

)

the rate at which the 
sample size must grow



Main Result – Non-identifiable Case

• Assume 𝐾′ DAGs {𝐺'
% , ⋯ , 𝐺'

$/ } are identifiable.

• The other 𝐾 − 𝐾′ DAGs are non-identifiable.

• Recovering the true causal order 𝜋-

A sample complexity measure:      𝜃 𝑛, 𝐾, 𝑝, 𝑠 = $
.
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𝜃 𝑛, 𝐾, 𝑝, 𝑠 =
𝑝
𝑠

1
𝑝 log 𝑝

𝑛𝐾3#
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Practical Algorithm

min
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||𝐗(&) − 𝐗 & 𝐺 & ||:0 + 𝜆||𝐺 /:1 ||<%/<&

1. 𝜋 ∈ 𝕊4
2. 𝐺(&) ∈ 𝔻𝔸𝔾(𝜋)s.t.

• How to compute the optimal solution 𝜋, {𝐺(")}"$ efficiently?



Practical Algorithm

Key: an equivalent continuous formulation.



Synthetic Experiment: Linear SEM
• Order recovery probability versus theoretical 

sample complexity:

• Order recovery probability under different 
problem sizes, number of tasks, and number 
of samples per task.



Synthetic Experiment: Linear SEM
• Structure recovery quality with different numbers of tasks in False 

Discovery Rate (FDR), and True Predictive Rate (TPR)



Gene Expression Experiment using SERGIO
Effect of regulator j on gene iTotal production rate of gene iRate of gene i expression


